	10-Fold X-validation

	Dataset
	Polynet
	SMO
	Layered Perceptron

	
	Acc
	Kappa
	Time
	Acc
	Kappa
	Time
	Acc
	Kappa
	Time

	Contact Lense
	75%
	.5486
	.8(s)
	70.83%
	.4381
	5.3(s)
	70%
	.4766
	2(s)

	Soybean
	59.59%
	.5496
	7.5(s)
	93.85%
	.9326
	200.7(s)
	
	
	

	Iris
	96%
	.94
	.5(s)
	96%
	.94
	1.7(s)
	97.33%
	.96
	8.6(s)

	Labor
	47.37%
	.024
	.9(s)
	89.47%
	.7635
	.3(s)
	85.96%
	.69
	30(s)

	Weather
	21.43%
	-.3051
	.2(s)
	57.14%
	-.0244
	1.9(s)
	78.57%
	.51
	.9(s)

	Weather.Nominal
	21.43%
	-.4
	.2(s)
	64.29%
	.186
	.2(s)
	71.42%
	.3778
	1.4(s)

	4D p53
	51.23%
	.017
	50(s)
	74.07%
	.4584
	3.1(s)
	
	
	

	autos
	32.20%
	.115
	1.4(s)
	71.22%
	.6282
	18.1(s)
	
	
	

	Balance-scales
	88.8%
	.8022
	1.1(s)
	87.68%
	.7715
	2.8(s)
	90.72%
	.8389
	40(s)

	Breast Cancer
	62.2%
	.1896
	.8(s)
	69.58%
	.1983
	2.5(s)
	
	
	

	Breast W
	79.113%
	.5643
	3.3(s)
	97%
	.9337
	.6(s)
	
	
	

	Colic
	59.51%
	-.0157
	2.5(s)
	82.6%
	.6233
	5.6(s)
	
	
	

	Sonar
	70.67%
	.4089
	.55(s)
	75.96%
	.5164
	3.9(s)
	
	
	

	Vowel
	16.57%
	.0822
	5.5(s)
	71.41%
	.6856
	143.9(s)
	
	
	

	Letter (OCR)
	65.87%
	.6451
	540(s)
	**
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	


**Died:  Used 66/33 split – Still DIED – OUT OF MEMORY
Why The polynet did worse:
1) No post training GA pruning (OVERFITTING!!!)
2) SMO will be a composite classifier when there are > 2 classes

3) Bad handling of nominal attributes
